7 NEET SS OBG
BI0STATISTICS




el o R NN ol RaloNalsRels Ralche RaRolakaltall;




—
o

pe)
~——

(&%)
~

E-N
—~—

o
e

(=)
~

~
S

oo
~

O
~—

—
(=)

g

o S
N —
S

-
()

f—

—_
-

-
o
et g

CONTENT

INTRO. TO DATA IN BIOSTATS
MEASURES OF CT & VARDIATION
NORMAL DISTRIBUTION CURVE
TESTS OF SIGNIFICANCE
CONCEPTS IF PROB VALUE
CORRELATION,REGRESSION & SKEW
SAMPLING METHOD & CALCULATION
PROBABILITY & TILES

GRAPHS

BIOSTATS REVIEW & QA ROUND
ANALYTICAL EPIDEMIOLOGY
ADVANCED ANALY STUDY DESIGN
EXPERIMENTAL EPIDEMIOLOGY
EVIDENCE BASED MED

ADV CONCEPTS IN SCREENING OF DIS

D W -

10
12
15
19
24
28
40
49
52
55
61
65



NN AONNOO0OCD0D000000C T 0T




INTRODUCTION TO DATA IN
BIOSTATISTICS

uses
¢ Define cut-ofs,
* understond variation.
* To present dado.
* To make inference (provide evidence).
Slostadistics

Data 00:07:54

‘Quantitotive | GQualitative
s Continuous. e Discrete.
* meosurable. * Countoble.
* &g weight, height, © &g No.o¥people |
AST, ALT levels. who are sick/ |
* mean of data can healthy, alive/dead. |
be calculoked, Gender.
* Proportions/
percertages can be
| | coleulated,
Pulse rote is o dodo. which is discrete and countable,
however it is quantitotive as we coleulate ite mean.
&P is quontitative dodo.




Scales of data

' Nominal Ordinal
* Named dokou * inherent

£ No sequerce order.

| * &9, Gender, *Hos a

| reigon, bood | sequence.

Eici * g Stege,
grode, the

' severity of
the disease.

Interval type ot dodo. :

interval

*  Interval
between
two values
is present.

*  No start
point/no
obsolute
2ero.

* &0, °C, d8.

00:14:25

* Ratio

coleulated.

* There is
2ero pont/
obsolute
2ero.

* 2.0 No, 1,
Fevievels. |

example : 40 °C is not hal? as hot as 40 °C, but colder

compared t0 40 °C. Here the intensity of data. is measured.
Also, the temperature can go belw 0 °C (n minus °c), which
means there is no absolute zero.

Qm :

example : A weak fragjle child weighs 80 kg when the ideal
weight should have been 40 Kg in the same age group. The
ideal weight is a x child’s age, which means the values can be
expressed in multiples (double, triple) of each other

i.e caleulation of ratios is possible.
Also, there is absolute zero/ no value below 2ero.



MEASURES OF CENTRAL TENDENCY
. AND VARIATION
Measures of Central tendency 00:01:59
mean :

. @rithmetic mean:
* Average = (summodion)
n

a. §eometric meon
* Coleulated in case of : exponential doto.
extreme values.
® example : Human development index
(ndia. = 0.b47, ronked ok 139 in 4019)
3. Harmonic meon :
® Calculated n case of ¢ Inverse doto.
Froctional values.
Advantages :
* Best measure of central tendency,
* gasiest to calculote.
Disadvantages *
* most atfected by extreme volues.
medion : -
Central volue after arranging in ascending or descending
order.
l’-\dvo»ntages :
* Least affected by extreme values.

mode :

The most frequently cccurring value.

Mode = 2 Medion — a4 Mean.

f-\dvantases :
* The most robust measure of eentral tendency,
* The lost 0 be ofSected by extreme values.

Dafa. with extreme values : Preferred measure is medion.
Preferred mean is geommc mean.



Measures of vaxiation 00:14:11

\ Qonge !
Rcmse = Moaximum 10 Minimum,

a. Standard deviation ¢
Gives the mean deviokion of every value from the mean.
Formula. : The root of the mean of squared deviation.

so= [E&x-%)
n

In cose of a small somple,

SO = IZ_(x_—s'(_)"“ n — | is the correction for the
n-1 small sample (n < 30).

3. Variance
varionce (V)= $p?
vz X &~-x)?

N

4. coelSicient of variokion (CV)
Absolute variotion between 3 difSerent populations.

cv= SO XI00

P

meon

S. Standard error ¢

gives the error in different studies in terms ot standard
deviotion.

mtematwetﬂ, gives the variation between vales when
difSerent researches are done.

o. Stondord error for mean :
* for quantitative dato.
¢ Sa ™ = é—D

" o



b. Standard error for proportions
* For qualitative doko.

‘s“'FﬁQ
¥V N

P : Prevalence.
Q100 - prevalence.
n : Sample size.

# p- value or Confidence interval is provided as input,
Standard error has 1o be calculated and not the
Standard deviotion.



NORMAL DISTRIBUTION CURVE

Normal distribution curve 00:00:08

1 represents the distribution of doka. in o beli-shaped curve,

in a large sample.
£ : The weight of students in the class.

1 S —— —l e
SO 10 100

(ﬂvemge weishrt}

Feodures of Normal distribution curve

1t is also Known as the Gaussian distribution curve.
it is a bilaterally symmetrical bell-shaped curve.
The ends never touch the baseline.
mean = medion = mode —> Coincide of O or the centrepoint.
D=1
AuC = | (Area Under Curve), meons the whole population is
octounted for.
€9 : Meon Ho (X Hb) ok a. place =10 gm¥% 3 gfi.

Wwhere 1 SO = & g%
meon

”‘SD/q\HSD

-350 I
-3 8D +3 S0




Assumptions in normal distribution curve :

First assumption 00:07:28

Between the — | 40 and + | SO 1 68% of the populotion lies,
Between the — & SO and + & 50 : 984 6f the population lies,
Between the — 3 SO and + 3 S0 1 99% of the populodion lies.

—

\
: : : f bt
4 b 8 1o 1a % o
I
©8% |
93%
—

€9 : Mean blood glucose = 90 £ 10 SO,
How much of the population will be expected to $all
between :
* 80 to 100 mg/dl = 8% population.
* 70 %o 110 mg/dl = 95% populodion.
* 70 +0 100 mg/di = 8% + 13S % population [(I5—68/a=125]
L more'thanvoms/dl=loo—as%=91.5%popmaﬁon
* Less than 100 mo/dl = 84% population (00-13.5+a+0.S).
. more'u'\O.nIOOma/dlﬂlo%popmaﬁon.
* Less than 6O mg/di = 100 — 99 = 1/a = QS% populaion.
* Less than 130 mg/dl = 100 — 05 % = 99.5% population




Q The mean blood glucose from 939 ANC Females in the
stote of Maharashira was found to be 130 + S mg/dl. The
cut o8 Sor diagnosing GDM was kept as higher than 140 mo/
dl How many pregnant females are expected to be &om

diagnosed?
A <50, C. 10D 4o 200.
6. SO 10 100. D. 400 10 S00.

meon = 130, + 18D = 135, + A SO = KO, +3 5D = 45

-18D =135, - A SO = 130, -3 SO = IS
mbeamdiagnosed,fhegmstbelong’coabm+a$t>o?
popu!okm
Above +3 SO = 100 - 95% (between +a and -3 SO - a.5% (ess
than -3 sD) = aS%
as% of 5939 ~ 150 females, which falls under range of
I00-3.00.

Second assumption : Zone of Normalcy ~ 00:20:5

zmeo‘é'nonnalcg/normo..!zone:
eeh»een'che—asoand+a$0=qs%o¥popmoﬁon.

2 score
# is olso called standard deviode.
it gives the location of the volue in terms of the standard
deviotion (SD).
The cut of§ Sor 2 score : £ & SO/ 196 SO.
it the 2 score is » ¢ Abnormal 2 score.

i is coleulated by = Observed value — Expected volue
SO

&g : Observed value of Hb = IS gm /dl.
expected volue (always the mean volue) = 10
SO=3
Zscore=15—10 =35
a
Z seore &S ¢ i lies 3.5 SO away from the mean
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TESTS OF SIGNIFICANCE 10

Statistical mathemotical Formulo. to derive o, p-value.
Determines it P-value is sgni%can’c or non Signi%can&.

Types of tests of significance 00:02:59
Types
‘ B
I Parametric 3. Non—parametric
Quantitative Qualitotive

Normal distribution doda Non-normal distribution doto.

 Parametric test s&un:hon_ on-parametric test

Poired ¥’ test. Single group me nermar’s test.
?

Unpaired 't test TWO groups Chi square test (¢*).

| A/1/f Independent

somple 'Y test.

| ijasas of variance ‘ Thwvee or more Hruskal-wallis test.

| (sovR) | groups Chi squarre for trend.
1
1

Advance tests o_f sigr_xiﬁc_an_cg 00:08:59

* Large sample (n > 230) =2 test.
* Ordinol dato. : Wilcoxan rank test (W/R)
!
w/R sign test w/R sum test
For 3muped doto. For unsrouped dota

* Normaley of dado. # Kolmogorov smimov test.

* Outliers : Dixon's Q test.

* Internal consistency of questionnaire ¢ cronbach's (X
seore

* Compore o new test with a Boki standord test : Slarxd
oltmon onadqsis.
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* Level of qgreemeﬂt ! KAPPA test,

s WM$W~WM@W%
l-—&cpectediwdo#ngw

11



CONCEPT OF PROBABILITY
VALUE

P value 00:01:05

P volue :
Probability value (chonce of events expressed in
decimalg).
Normal volue ranges from O to 1.
0 : Lowest probo.bili’cg.
12 Maximum probability,

Standord errors (S€) :
1, £3, £3,..

confidence limit/interval :
H 40 ~ | = 8% confidence interval
+a 40 — 4 = 95% confidence interval.
+ 3 40 — 3 = 99% confidence interval.

\
/

In the normal distribution curve
The highest probabil'rtg is towayrds the centre ¢ 1.
The lowest probability lies on either side of the curve,
At +3 t0 ~ 4 stondard deviation the P value is ¢ 0.05 ~
2one of normaley,

12



™ P value - abnormal zone 00:06:20

Example : Randomised clinical trial ~ 4wo groups A and &

Group A Group &
{ |
Orug is given Remdesivi)  Placebo given (vitamin ¢/2inc)
| y
check A Check &

The collected doda. is incorpora&ed in o. machine : Gives P
value.
1# the P value is 0.03 : Abnormoal/out of the normal 2one.

Pvalue > 005 P volue < 0.05
“Normal variant Abnormal variant
E-_Stsnﬁtc;m"' | sisni%cont -
No effect found eftect is found
| Null hypothesis : Accepted | Null hypothesis : Rejected

/-\ X 005 = P-volye
! x 004 = P-value (out 0§ normal
zone)
| |
-3 =3 -1 mean H +3 +3
e
= — (Normal 20ne)
e '
P value - normal zone and changes 00:16:42

The normal 2one for P value — 95% confidence interval



4
1§ the normal 2one moved from 95% to b8% ¢ 1

Previously non-significant becomes significant.
Chances of finding on eflect increases.

The chances of reject of null hypothesis inereases.
The chances of alpha. ervor increases.

1£ the normoal 20ne moves from 95% to 99% ¢

Previously significant becomes non-significant.

The chances of finding on efect decreases.

The chances of accepting of nul\ hypothesis increases.
The chonees of beto. errors incresase.

Alpha error, type I & II error 00:23:08
Definition :
It is the probalbility of inding an effect Gust by chance)
which in reality does not exist.

i corresponds to the P volue/confidence interval/limit.

example : P value of 0.0a corresponds to & Volue 3%.
&means’enereisa%chanceo?-errorh’chestud&
It also means there is 98% of confidence in the

stucy

8% corresponds 40 33% a!pm
95% corresponds to S% alpha.
o) corresponds ‘o ¥ o.!pha.

FPEQﬂmechxceo‘}%ndingdiseaseinaheathpqﬁent.

Type | error
Rejecting o null hypothesis, which in realty is true.

Type W exrror
fecepting o null hypothesss, which is Yolse in reality,



o CORRELATION, REGRESSION AND
~ SKEW

- Correlation 00:00:13

Relation between a variables.
Scatter plots are used.
Types :
< 4 b
Linear Curvilinear
* Also known os ¢ flso known as
Pearson-Karl non-lineayr/
correlotion. Spearman correlodion.
* Represented by : r * Represented by : p
* Range : -1 4o +i
-1 : Perfect negative
correlation.
+ : Perfect positive
correlation.
r = 0: No correlation.

”930*"’3 . m‘:’e_ . Curvilinear
coelotion: .  corveloton: seatter plot :

=~ "3
3 ¥
'..‘:. .:
L — o
» X X
Mo correlotion ¢ No correlation No correlation :
A v v
r=0 Ul fody 00
-

-,’ g
X X X

Scotter plo&s

15



Coefficient of determination 00:10:04
91 ¢ =+ y r EAeN | v r=0A
.: L} ;: I _t'JZ" t
o & oy 7
7 4 Vi 4
& ‘ L
o X pa X A3 X
Yt r=- Y r= =01 Yyt r=-03
. o
. A,
.:' \\X‘\“}:\\‘n
W
o X Ba X 83 X

+1 : Perfect positive correlation ( unit change in X axis = |
unit change in Y axie).

> 0.7: Strong positive correlaion.

0S - 0.7 modemtelg positive correlation.

£ 05 : Weok correlotion.

£ 03: Very weok correlotion,

coeticient of determinadion (CO) :

The percentage change in one variable which is acCounted
for b5 a unit change in ancther variable.

co=rlink

Regression 00:18:26

Primarily refers to prediction.
Types :
I. Linear ¢ I variables as quantitiative.
3. Logistic ¢ 1§ variables are qualitaive.
L univariade linear reqression :
€9 : Predicting renal failure based on &FR.
3. univariate logistic regression :
gg ¢ Predicting mi based on obesity levels.
3, multivariate linear regression
£g+ Predicting the renal stotus based on serum No,
urea, creatinine and &FR levels.

16



